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Two Approaches to Non-Binary Computing

* Lowest-level signals in system are * Lowest-level signals are
represented as continuous-valued represented as binary-valued

* A voltage level on a single wire * All represented values, i.e. of:
communicates, in a single transmission  variables

cycle, e.g., an 8-bit, quantity, e.qg.,

interpretable as a probability. * relationships between

variables, e.g., conditional

* In conventional computing, 8 signals, probabilities

each a binary voltage level, have to be
sent and then combined (decoded) at
the destination

are represented as sums of
binary signals



Sparse Distributed Representation

* Every represented entity in the system is represented by a subset of binary
representational units (RUs) chosen from a much larger set.

* The subsets can overlap
e It's possible to represent similarity of entities by overlap of their codes

Similar-inputs-to-similar-codes (SISC) property

Entities Representations (codes) Entities Codes
O. (@) oopo .
A @ EEEE NEN BES BN EEEN BN SEEEREN A @ .gogggg.gg%og. } i/ll)RdC:)dmg
SR @S5S Lldls
@ OO &)
B EE NHEEE EES BES B BN SESESEREN
: B! S
@ ® B @ og > ogogcs) 2?5320
YA EEEE EEEEEES BN BN NSN EEEEE BN R -
e.g., Kanerva, Willshaw et al, Palm RIS WTA Cluster
Z @ .ggo Sed og%.)o
£ B

TEMECOR



Any single
code
represents
ALL stored
codes
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| The L2 code
of A, B(A)

| The L1 code
of A, a(A)

Representaicion (Code)

[ ) Overlap

Input Name Physical Realization with o(A)
A a(A) OO@ OO O8O @O O8O C@O 6/6
B o(B) O8O OO@® O8O @O0 GO0 CO@O 5/6
C ac) OO® OO OO @O0 @O0 @O 4/6
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F ofF) @O0 @O0 O8O O8O @O OO 1/6
G a(G) O8O @O0 OO COe CO® @O0 0/6
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WTA cluster CMOS node (RU)

______________________________
. A\/

- For each RU, i
- Sum =0;
- For all incoming wits, Wj
- sum; += w;; * g

ForeachRUi

- a,= f(sum))

o Set up cumulative
distribution of a;

- Choose winner

o 1 o 1 1 0 (soft max) < 1
Generate 20
rand. num. —» | 1800
cf. “quantal release” in synaptic transmission in the range 1810
\_ J = J
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Top-Down
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Code Selection Algorithm

1. For each RU, sum its inputs.
2. Normalize each sum to [0..1] range.

4. RU with max V in each cluster wins (15t round).
5. Compute G, the ave. of the max V’s over all clusters in a coding module:
6. Modulate the RU activation function, f(V), based on G:

+ As G — 0, make activation function more compressive

+ As G — 1, make activation function more expansive

7. For each RU, compute y = f(V)
8. In each cluster, normalize y s to probability measure, p.
9. In each cluster, choose winner as draw from p distribution (2" round)

WTA
Cluster |

SDR : Max Max Max Max Max Max
Coding

Module Average
(G)
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G is a global (to
coding module)
measure of the
familiarity of
total input to
the module.




.

L1

RN
SN}

1
@ v
0

@ v

L1

A A A A A A AA AAAA AAaa

A A A4 AAAA

A A AA A4 aa

K

L @ gb@@@%%b%%%@

Round 2: Separate draws

<--- inthe Q=6 mincs (i.e.,

soft max in each cluster)
yields L1 code, S,

@ Set expansivity (7) of
L1 activation function

(i.e., of the V-to-y
transform)

100C
100

@ Round 1: Find hard max

V in each cluster (ties
broken at random)

Q .
2%
G=>l_-=0
Q

Compute G: average
of the max V'’s
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Localist Hierarchy

Also completely disjoint,
yet also have huge featural
overlap.

These two units are
completely disjoint, yet
they have huge featural

overlap.
. Invariant

This is true throughout

the entire model; i.e.,

millions of units -

representing highly Specific

redundant information.

Also completely disjoint, yet Invariant

also have huge featural

overlap.
53
S7p Specific
c2 Invariant
=2 Specific
ci Invariant
51 Specific

O' Simple cells

| _:r Complex cells

b
—— Tuning = Main routzs
=== Softmax

o

-from: Serre, T., et al., A Theory of Object Recognition: Computations and Circuits in the Feedforward Path of the Ventral Stream in Primate Visual Cortex, in Al Memo 2005-036. 2005, MIT
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\a) - Adapted from Serre et al (2005)
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This view distinguishes
compositionality from
distributedness.
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